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Abstract: Content analysis technologies give more and more 

emphasis on multimedia semantics. However most watermarking 

systems are frame-oriented and do not focus on the protection of 

semantic regions. As a result, they fail to protect semantic content, 

especially in case of the copy-paste attack. In this framework, a 

novel unsupervised semantic region watermark encoding scheme is 

proposed. The proposed scheme is applied to real and artwork 

human objects, localized by two different face and body detection 

methods. Next, an invariant method is designed, based on Hu 

moments, for properly encoding the watermark information into 

each semantic region, using a chaotic pseudo-random number 

generator. Finally, experiments are carried out, to illustrate the 

advantages of the proposed scheme, such as: (a) robustness to RST, 

copy-paste and other attacks, and (b) low overhead transmission. 

 
Keywords: Semantic region protection, artwork objects, Hu 

moments, Chaotic pseudo-random number generator. 

1. Introduction 

Copyright protection of digital images, video and artworks 

is still an urgent issue of ownership identification. Several 

watermarking techniques have been proposed in literature 

[1]-[11]. Among them some milestone methods include: (a) 

[9], who state that a watermark 

should be constructed as an i.i.d. Gaussian random vector 

and be imperceptibly inserted in a spread-spectrum-like 

fashion, into the perceptually most significant spectral 

components of the data. They report that the use of Gaussian 

noise ensures strong resilience to multiple-document, or 

collusional attacks. (b) In [10], a hybrid method is proposed, 

which combines two different watermark-embedding 

strategies for inserting information in the DCT coefficients of 

8 8 blocks of the host video. (c) Additionally, in [11] 

quantization is used for watermark embedding in the “low 

frequencies” and spread spectrum watermarking is applied to 

the “high frequencies”, providing a way to maximize 

robustness to different types of attacks. Most of the 

abovementioned approaches rely on the insertion of 

pseudorandom noise into the original data. Generally, the 

resulting alterations do not change the essential properties of 

the data and cannot be perceived by the HVS. 

However the majority of them are not resistant enough to 

geometric attacks, such as rotation, scaling, translation and 

shearing. Several researchers [12]-[18] have tried to 

overcome this inefficiency by designing watermarking 

techniques resistant to geometric attacks. Some of them are 

based on the invariant property of the Fourier transform. 

Others use moment-based image normalization [19], with a 

standard size and orientation or other normalization 

techniques [20]. In most of the aforementioned techniques 

the watermark is a random sequence of bits [10] and it is 

retrieved by subtracting the original from the candidate 

image and choosing an experimental threshold value to 

determine when the cross-correlation coefficient denotes a 

watermarked image or not. 

On the other hand, another deficiency of the majority of 

the existing techniques is that they are frame-based and thus 

semantic regions such as humans, buildings, cars etc., are not 

considered. These regions may need better protection or can 

be the only regions that need protection, depending on the 

specific application. Furthermore, typical watermark 

detection modules fail to extract watermark information in 

case of copying and pasting a semantic region (copy-paste 

attack), due to complete loss of synchronization. Even though 

a limited number of region watermarking schemes has also 

been proposed [21]-[24], the literature still lacks efficient 

algorithms for content authentication especially in case of the 

copy-paste attack. 

At the same time, multimedia analysis technologies give 

more and more importance to semantic content and in several 

applications semantic regions, and especially humans, are 

addressed as independent video objects [25] and thus should 

be independently protected. 

Towards this direction the proposed innovative system is 

specifically designed to provide geometrically resistant 

copyright protection of semantic content in two cases: in case 

of generic real world human objects and in case of artwork 

human objects, existing in Byzantine iconography. To 

achieve this goal, in these cases a human object detection 

module is required both in watermark encoding and during 

authentication. After object detection the watermark 

encoding phase is activated, where chaotic noise is properly 

generated and added to the detected human objects, 

producing the watermarked human objects. For 

authentication reasons, the watermark encoding procedure is 

guided by a feedback mechanism in order to satisfy a specific 

equality, formed as a weighted difference between Hu 

moments of the original and watermarked human objects. 

During authentication, initially every received image/artwork 

passes through the human object detection module. Then Hu 

moments are calculated for each detected human object, and 

a specific inequality is examined. A received human object is 

copyrighted only if the inequality is satisfied. Experimental 
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results on real sequences indicate the advantages of the 

proposed scheme in cases of mixed attacks, affine distortions 

and the highly innovative copy-paste attack. 

The rest of this paper is organized as: in Section 2 we 

briefly describe Hu moment invariant functions. In Section 3 

the human object extraction submodules are described. Next, 

in Section 4 the proposed watermark encoding module is 

discussed while Section 5 focuses on the watermark decoding 

module. Experimental results are presented in Section 6 to 

indicate the promising performance of the proposed system. 

Finally the paper is concluded in Section 7. 

2. Moment Invariant Functions 

Geometric moments and moment invariants are briefly 

presented in this section. Moments and functions of moments 

have been utilized as pattern features in a variety of 

applications [10], [19], [26], [27]. Geometric transformations 

have been based on a moments’ constructive way for 

extracting features, which can provide global information 

about 2-D images. Moment invariants include: a) moments 

that are invariant under change of size, translation, and 

rotation only and b) moments that are invariant under all 

previous changes as well as reflection. 

In this paper, Hu moments are used during the watermark 

encoding phase of semantic objects. Traditionally, moment 

invariants are computed based both on the shape boundary of 

the area and on its interior. Hu first introduced [20] the 

mathematical foundation of 2-D moment invariants, based on 

methods of algebraic invariants and demonstrated their 

application to shape recognition. Hu’s method is based on 

nonlinear combinations of 2
nd

 and 3
rd

 order normalized 

central moments, providing a set of RST invariant functions. 

Actually, Hu described two different methods for 

producing rotation invariant moments. The first, based on 

principal axes, might present problems when images do not 

have unique principal axes (rotationally symmetric). In the 

second method, Hu described the concept of absolute 

moment invariants, which are derived through algebraic 

invariants applied to the moment generating function, under a 

rotation transformation. The result is a set of absolute 

orthogonal moment invariants, which can be used for RST 

invariant pattern identification. From the 2
nd

 and 3
rd

 order 

central moments, a set of six absolute orthogonal invariant 

moments can be computed as: 
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The 7th moment (skew orthogonal invariant) is useful for 

distinguishing mirror images: 
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The first six of these moments are also invariant under 

reflection, while φ7 changes sign. These seven moments (φ1-

φ7) are used by the proposed method for watermark 

encoding. 

3. Semantic Region Extraction 

A very important subsystem of the proposed system, which 

supports content authentication in case of the highly 

innovative copy-paste attack, is the human objects’ extraction 

module. Since the overall system is designed to provide 

geometrically resistant copyright protection of both real 

world and Byzantine art objects, the human object extraction 

module consists of two submodules: (a) the real world human 

object extraction submodule and (b) the artwork object 

extraction submodule. The first submodule depends on 

chrominance and topology modeling of face and body 

through Gaussian p.d.fs, while the second is based on 

fundamental knowledge and essential rules for analyzing and 

interpreting Byzantine artworks. These rules are described in 

detail in the theoretical approach of Dionysios from Fourna 

[28], an expert in Byzantine art. In the following subsections 

both submodules are analytically presented. 

A. The real world human object extraction submodule 

In the proposed scheme we focus on semantic content 

authentication; in this framework, a region is defined through 

segmentation. In this paper, human objects are selected as 

target regions, since they constitute independent entities in 

applications and may provide semantic information about a 

shot or an image. In such applications, it is often important to 

carefully handle and effectively protect them. Other semantic 

objects can also be selected as target regions, such as 

buildings, vehicles, animals, etc. 

Having selected the type of target region, a semantic 

segmentation algorithm should be incorporated for human 

object extraction. In this paper, initially the human face is 

localized and then the human body is detected using 

topological information based on the human face (Figure 1). 

Both modules are analytically described in the next 

paragraphs. 

Human face detection is a topic of extensive research for 

several decades. Face detection methods can be classified as 

either feature or image based. Among feature-based methods, 

those using skin color have gained strong popularity. The 

advantages of skin color based methods are the fast 

processing and the significant robustness to geometric 

variations of face patterns. Due to these advantages, 

detection of human faces is accomplished in this paper, by 

combining key ideas of the feature invariant method 

proposed in [29], based on a Gaussian p.d.f. According to 

[29], the distribution of chrominance values of each block, 

belonging to a human face, occupies a very small region of 

the colorspace. Based on this idea, the blocks of an image 

that are located inside this small region can be considered as 

face blocks. 

Let Ωf denote the face class. Then the histogram of 
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chrominance values corresponding to the face class can be 

initially modelled by a Gaussian p.d.f. as: 
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where x = [u v]
T
 is a 2 1 vector containing the mean 

chrominance components u and v of an examined block, μf is 

the 2 1 mean vector of a face class and Σ is the 2x2 variance 

matrix of the p.d.f.: 
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where σu
2
 is the variance of the chrominance component u, 

σv
2
 is the variance of the chrominance component v and σu,v 

corresponds to the covariance between u and v. Parameters μf 

and Σ are estimated, based on a set of several face images, 

through a maximum likelihood approach [30]. Next, each 

block Bi of an image is considered to belong to the face class, 

if the respective probability of its chrominance values, 

P(x(Bi) | Ωf) is high (P(x(Bi) | Ωf) > 0.9). Then, by fusing 

those blocks belonging to face class Ωf, a binary mask M is 

produced, containing candidate face regions. 

However, mask M may also contain non-face blocks that 

present similar chrominance characteristics (like hands, legs 

or other parts of the human body). To confront this problem, 

shape information of human faces is also considered, by 

using rectangles with certain aspect ratios [31]. In particular, 

the aspect ratio of face areas can be defined as R= Hf /Wf 

where Hf is the height of the head, while Wf corresponds to 

the face width. According to this approach, R was 

experimentally found to lie within the interval [1.4 1.6]; 

consequently regions with aspect ratios within this interval 

are considered as face regions, while the rest are discarded. 

After checking all candidate face areas and discarding those 

that do not satisfy the aspect ratio rule, a final binary mask, 

say Mf, is built that contains only face areas. 

Detection of the body area can be achieved using 

topological attributes that relate the locations of face and 

body. Initially the centre, width and height of the estimated 

face region, denoted as cf = [cx cy]
T
, wf and hf respectively, 

are computed. Human body is then localized by means of a 

probabilistic model, the parameters of which are estimated 

according to cf, wf and hf. 

In particular, if r(Bi)=[rx(Bi) ry(Bi)]
T
 is the distance 

between the i-th block, Bi, and the origin, with rx(Bi) and 

ry(Bi) the respective x and y coordinates, the product of two 

independent 1-dimensional Gaussian p.d.fs is used to model 

the location of human body. Thus, for each block Bi of an 

image, a probability P(r(Bi)|Ωb) is assigned, expressing the 

degree of block Bi belonging to the human body class, say Ωb  
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where μx, μy, σx and σy are the parameters of the human body 

localization model; these parameters are calculated based on 

the information derived from the face detection task, taking 

into account the relationship between human face and body. 

In our simulations, the parameters of the human body 

localization model are estimated with respect to the face 

region as follows [32]: 
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Similarly to human face detection, a block Bi belongs to 

the body class Ωb, if the respective probability, P(r(Bi)|Ωb), is 

high, using a similar threshold as in the face detection case. 

The computed face and body masks can be properly used to 

extract human objects [32]. 

 

  
(a) (b) 

 

 
(c) 
 

Fig. 1: Human Video Object Extraction Method: a) Initial 

Image  b) Object Mask  c) Object Extraction 

 

 

This algorithm is an efficient method for finding face 

locations in complex backgrounds, when the size of faces is 

unknown. It can be used for a wide range of face sizes. The 

performance of the algorithm is based on the distribution of 

chrominance values corresponding to human faces, providing 

92% segmentation success. 

 

B. The artwork figure extraction submodule 

Painters of Byzantine artworks follow the specific 

instructions that Dionysios from Fourna had recorded for 

painting holy figures. According to these instructions, 

initially a painter separates the painting area into seven 

semantic segments of equal size, each of which has specific 

characteristics that can make the figure distinguishable. An 

example is presented in Fig. 2, where the standing holy figure 

of Jesus Christ is presented. Starting from top to bottom, the 

first segment contains the head of the holy figure which is 

further separated into 4 equal smaller semantic parts 

4P H                               

(6) 

The second segment, also with same height P, contains the 

part from neck to thorax while the third segment contains the 

part from thorax to elbow and waist, which always lay at the 

same height. Next, in the fourth segment the abdominal area 

is usually depicted, while the fifth segment contains the area 

from legs until the knees. The sixth segment contains from 
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ankle to foot and finally the feet of the figure are located at 

the seventh segment. 

 
Fig. 2: Metric rules of Byzantine iconography 

 

According to Dionysios from Fourna, the head of a saint 

should be surrounded by a halo, a circle that signifies the 

Holy Spirit (see Fig. 2). In order to paint the halo, the painter 

draws a circle, centered at the middle point of the nose with a 

radius R = 2.5  H or according to (6):  

P = 1.6  R                             

(7)  

For the halo identification, we use the Hough transform, [33] 

by following the next steps: 

1. Quantization of the parameter space with regard to the 

parameters a and b of the Hough transform. 

2. Assign an accumulator to each cell in the parameter 

space and initialize all accumulators M(a, b) to zero.  

3. Compute the gradient direction θ(x, y) and magnitude 

G(x, y) for all the edge points in the image. 

4. For each edge point G(x, y) increment all points in the 

accumulator array M(a, b) along the line:  

b = a tanθ - x tanθ + y 

5. Find the local maxima in the accumulator array and 

determine the center of the circles. 

After the halo circle has been identified, we estimate two 

thresholds by drawing two concentric circles inscribed into 

the halo. From the small circle we estimate the average 

intensity value for the actual head and from the ring between 

the greater circle and the halo we estimate the intensity value 

for the halo. By choosing a threshold between these two 

values, we segment the area in the ring between the two 

circles in two regions, head and halo. 

Finally, we apply a median filter with appropriate size to 

the segmented image in order to produce masks that better 

isolate the extracted head area. Application of these masks to 

the original images produces the final images, which contain 

the extracted heads. 

The pictures in Fig. 3(a) show, from left to right first, the 

stages for the head extraction for one image (extraction from 

halo location, threshold calculation, median filtering, and 

final extraction) and in Fig. 3(b) the extracted heads for nine 

such images are shown. 

 

    
Fig. 3(a): Head extraction for one Holy figure 

 
Fig. 3(b): Extracted heads of several Holy figures 

 

Then, the height of the image Y is given according to 

Dionysios’ manual as: 

2 2

P P
Y A A Y                  (8) 

where A is the area in which the holy figure is illustrated and 

P the height of each semantic part (see Fig.2). 

Then the body area of the figure is given by 

B = A – P  B = Y – 2.4 R                 (9) 

Having the values of the homocentric circles inscribed into 

the main halo circle, the intensity values of the background of 

the image is known. So, the extraction of the body area is 

achieved by cropping the proper area with height B and 

extract the background part as it is depicted in Fig. 4. 
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Fig. 4: Extracted Holy figures 

 

Fig 5: Block diagram of the encoding module 

 

4. The Watermark Encoding Module 

Let us assume that human object O has been extracted 

from an image or frame, using the object extraction modules 

described in Section 3. Initially, Hu moments of human 

object O are computed [20], providing an invariant feature of 

an object. Traditionally, moment invariants are computed 

based both on the shape boundary of the area and its interior 

object. Hu first introduced the mathematical foundation of 2-

D moment invariants, based on methods of algebraic 

invariants and demonstrated their application to shape 

recognition. Hu’s method is based on nonlinear combinations 

of 2
nd

 and 3
rd

 order normalized central moments, providing a 

set of absolute orthogonal moment invariants, which can be 

used for RST invariant pattern identification. Hu derived 

seven functions from regular moments, which are rotation, 

scaling and translation invariant. In [32], Hu’s moment 

invariant functions are incorporated and the watermark is 

embedded by modifying the moment values of the image. In 

this implementation, exhaustive search should be performed 

in order to determine the embedding strength. The method 

that is proposed in [32] provides an invariant watermark in 

both geometric and signal processing attacks based on 

invariant of moments. 

Hu moments are seven invariant values computed from 

central moments through order three, and are independent of 

object translation, scale and orientation. Let Φ= [φ1, φ2, φ3, 

φ4, φ5, φ6, φ7]
Τ
  be a vector containing the Hu moments of O. 

In this paper, the watermark information is encoded into the 

invariant moments of the original human object. To 

accomplish this, let us define the following function: 

7

1

( , ) i i
i

i i

x
f X w

 

 

 (10) 

where X is a vector containing the φ values of an object, Φ 

contains the φ invariants of object O and wi are weights that 

put different emphasis to different invariants. 

Each of the weights wi receives a value within a specific 

interval, based on the output of a chaotic random number 

generator. In particular chaotic functions, first studied in the 

1960's, present numerous interesting properties that can be 

used by modern cryptographic and watermarking schemes. 

For example the iterative values generated from such 
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functions are completely random in nature, although they are 

limited between some bounds. The iterative values are never 

seen to converge after any number of iterations. However the 

most fascinating aspect of these functions is their extreme 

sensitivity to initial conditions that make chaotic functions 

very important for applications in cryptography. One of the 

simplest chaotic functions that are incorporated in our work 

is the logistic map. In particular, the logistic function is 

incorporated, as core component, in a chaotic pseudo-random 

number generator (C-PRNG) [34].  

The procedure is triggered and guided by a secret 256-bit 

key that is split into 32 8-bit session keys (k0, k1, …, k31). 

Two successive session keys kn and kn+1 are used to regulate 

the initial conditions of the chaotic map in each iteration. The 

robustness of the system is further reinforced by a feedback 

mechanism, which leads to acyclic behavior, so that the next 

value to be produced depends on the key and the current 

value. In particular the first 7 output values of C-PRNG are 

linearly mapped to the following intervals: [1.5 1.75] for w1, 

[1.25 1.5] for w2, [1 1.25] for w3, [0.75 1] for w4 and w5, and 

[0.5 0.75] for w6 and w7. These intervals have been 

experimentally estimated based on the importance and 

robustness of each of the φ invariants. Then watermark 

encoding is achieved by enforcing the following condition: 

*7
* *

1
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i i

f w N

 

 

(11) 

where Φ* is the moments vector of the watermarked human 

object O* and N* is a target value also properly determined 

by the C-PRNG, taking into consideration a tolerable content 

distortion. N* value expresses the weighted difference among 

the φ invariants of the original and the watermarked human 

objects. The greater the value is, the larger perturbation 

should be added to the original video object and the higher 

visual distortion would be introduced. This is achieved by 

generating a perturbation region ΔΟ of the same size as O 

such that, when ΔΟ is added to the original human object O, 

it produces a region 

O* = O + β ΔΟ                   (12) 

 
 

Fig 6: Block Diagram of the decoding module 

 

 

that satisfies Eq. (11). Here, β is a parameter that controls the 

distortion introduced to O by ΔΟ. C-PRNG generates values 

until mask ΔΟ is fully filled. After generating all sensitive 

parameters of the watermark encoding module, a proper O* 

is iteratively produced using Eqs. (11) and (12). In this way, 

the watermark information is encoded into the φ values of O 

producing O*. An overview of the proposed watermark 

encoding module is presented in Fig. 5. 

5. The Decoding Module 

The decoding module is responsible for detecting 

copyrighted human objects. The decoding procedure is split 

into two phases (Fig. 6). During the first phase, the received 

image passes through the human object extraction module 

described in Section 3. During the second phase each human 

object undergoes an authentication test to check whether it is 

copyrighted or not. 

In particular let us consider the following sets of objects 

and respective φ invariants: (a) (O, Φ) for the original human 

object, (b) (O*, Φ*) for the watermarked human object and 

(c) (O΄, Φ΄) for a candidate copyrighted human object. Then 

O΄ is declared authentic if:  

   
*( , ) ( , )f f                        

(13) 

 

where f(Φ*, Φ) is given by Eq.(15), while f(Φ΄, Φ) is given 

by: 

   

7

1

( , ) 'i i
i

i i

f w N

 

 

 (14) 

 

Then Eq. (13) becomes 

*7
*

1

i i
d i

i i

N N N w

 

 

 (15) 

 

where ε is an experimentally determined, case-specific 

margin of error and wi are the weights. 
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Two observations need to be stressed at this point. It is 

advantageous that the decoder does not need the original 

image. It only needs wi, Φ, Φ* and the margin of error ε. 

Secondly, since the decoder only checks the validity of Eq. 

(15) for the received human object, the resulting 

watermarking scheme answers a yes/no, (i.e. copyrighted or 

not) question. As a consequence, this watermarking scheme 

belongs to the family of algorithms of 1-bit capacity. 

Now in order to determine ε, we should first observe that 

Eq. (15), delimits a normalized margin of error between Φ 

and Φ*. This margin depends on the severity of the attack, 

i.e., the more severe the attack, the larger the value of Nd will 

be. Thus, its value should be properly selected so as to keep 

false reject and false accept rates as low as possible (ideally 

zero). More specifically, the value of ε is not heuristically set, 

but depends on the content of each distinct human object. In 

particular, each watermarked human object, O*, undergoes a 

sequence of plain (e.g. compression, filtering etc.) and mixed 

attacks (e.g. cropping and filtering, noise addition and 

compression) of increasing strength. The strength of the 

attack increases until, either the SNR falls below a 

predetermined value, or a subjective criterion is satisfied. 

In the following the subjective criterion is selected, which 

is related to the content’s visual quality. According to this 

criterion and for each attack, when the quality of the human 

object’s content is considered unacceptable for the majority 

of evaluators, an upper level of attack, say Ah, is set. This 

upper level of attack can also be automatically determined 

based on SNR, since a minimum value of SNR can be 

defined before any attack is performed.  Let us now define an 

operator p(.) that performs attack i to O* (reaching upper 

level 
ihA )  and producing an object Oi*: 

MiOAOp ihi
,...,2,1,),( **

                                   (16)  

Then for each Oi*, Ndi is calculated according to Eq. (15). By 

gathering Ndi values, a vector is produced: 

 

1 2
, ,...,

Md d d dN N N N                     (17) 

 

Then the margin of error is determined as: 

dN


max                    (18) 

Since ε is the maximum value of 
dN


, it is guaranteed that 

human objects should be visually unacceptable in order to 

deceive the watermark decoder. 

6. Experimental Results 

Several experiments were performed to examine the 

advantages and open issues of the proposed method. Firstly, 

face and body detection was performed on different images, 

both real world and artistic. The following experimental 

results concern the real world object of Figure 1(c) and the 

middle artwork holy figure of Figure 4. After objects’ 

extraction, the watermark was encoded to each object and the 

decoding module was tested under a wide class of geometric 

distortions, copy-paste and mixed attacks. When an attack of 

specific type was performed to each one of the watermarked 

objects (real world and artwork), it led to SNR reduction that 

was proportional to the severity of the attack. 

Firstly we examined JPEG compression for different 

quality factors in the range of 10 to 90. Result sets (N*, SNR, 

Nd) are provided in the first group of rows of Table I. It can 

be observed that Nd changes rapidly for SNR < 9.6 dB. 

Furthermore, the subjective visual quality is not acceptable 

for SNR < 10 dB for both categories of human objects. 

Similar behaviors can be observed in the cases of Gaussian 

noise for SNR < 11 dB (using different means and 

deviations) and median filtering for SNR < 10 dB (changing 

the filter size). By summarizing the results in Table I, it can 

be observed that in most cases the proposed system can 

successfully authenticate watermarked content. 

   
 

Fig 7: Copy-paste attack. (a) Watermarked human object (b) 

Modified watermarked human object in new content 

 

In the following, we also illustrate the ability of the 

method to protect watermarked content in case of the very 

innovative and widespread copy-paste attack. The encoding 

module receives an image which contains a weather 

forecaster and provides the watermarked human object (Fig 

7a). In this case ε was automatically set equal to 0.65 

according to Eq. (18), so as to confront even cropping 

inaccuracy of 6 %. It should be mentioned that, for larger ε, 

larger cropping inaccuracies can be addressed, however, the 

possibility of false alarms also increases. 

Now let us assume that a malicious user initially receives 

Fig. (7a) and then copies, modifies (cropping inaccuracy of 

2%, scaling 5%, rotation 10
o
) and pastes the watermarked 

human object in a new content (Fig. 7b). Let us also assume 

that the decoding module receives Fig. (7b). Initially the 

human object is extracted and then the decoder checks the 

validity of Eq. (18). In this case Nd=0.096, a value that is 

smaller than ε. As a result the watermark decoder certifies 

that the human object of Fig. 7b is copyrighted, even though 

it is inserted to a completely new background. Results for 

different percentages of cropping inaccuracy are presented in 

the last row or Table I, both for the real and the artwork 

objects. 

As mentioned, a crucial issue for the determination of ε 

has to do with the accuracy of cropping. In particular, let us 

assume that a malicious user crops the watermarked holy 

figure object of Table II, in order to reuse it. We examine 

three different ways that the malicious user can incorporate in 

order to extract the holy figure from the rest of the artwork 

(Figure 4a). In the first case the malicious user applies 

rectangular cropping, while in the second and third he uses 

lasso cropping with different accuracy. The simulation of 

these attacks and results are presented in Table II. As it can 

be observed the cropping attack has a larger impact on the 

value of Nd, compared to the rest of the attacks of Table I, 

and for this reason selection of ε is mainly based on these 

outcomes. 
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Table II: Cropping and holy figure object authentication 

Cropped 

Object  
Rectangle 

area 

 
Lasso 

technique 

 
Object 

extraction 

SNR 8.7 4.68 10,45 

Nd 1.9862 1.2033 0.2877 

7. Conclusions 

The latest multimedia systems and technologies give more 

and more emphasis on semantic regions, their detection, 

analysis, recognition and protection. However most of the 

existing watermarking schemes are frame-based and do not 

independently protect semantic regions. These regions within 

a frame may need better protection, compared to the rest, 

semantically indifferent, content or can be the only regions 

that need protection. Currently, typical watermark detection 

modules fail to authenticate semantic regions, due to 

complete loss of synchronization. They are only able to 

authenticate a frame as a whole. Thus the copy-paste attack is 

not addressed. 

In this paper we have proposed an unsupervised, robust to 

geometric attacks and low complexity semantic objects 

watermarking scheme. Two cases have been studied: the case 

of generic real world human objects and the case of 

Byzantine art objects. For the first case initially human 

objects are extracted, using skin-tone color and shape and 

topology constraints that are built into Gaussian probabilistic 

models. For the second case, fundamental knowledge and 

essential rules from the handbook of Dionysios from Fourna 

are incorporated, for analyzing and interpreting Byzantine 

artworks. Next, a watermark is encoded to each human object 

by properly modifying its Hu moments. Finally during 

authentication, initially the human objects’ extraction module 

is incorporated and then authentication is performed on the 

detected regions. 

 

Table I: Experimental results for the real world human object of Figure 1(c) and the middle artwork holy figure of Figure 4. 

 N* 0,0193          

 Real world human object Artwork human object 

jpeg 

Compression 

Quality 10 30 50 70 90 10 30 50 70 90 

SNR 2,80 9,63 12,99 14,37 15,36 5,30 10,24 13,56 15.01 17.34 

Nd 0,1620 0,0141 0,0110 0,0057 0,0076 0,1840 0,0162 0,0105 0,0090 0,0079 

Gaussian 

Noise 

v=0, σ 1,80 1,40 1,00 0,06 0,02 1,80 1,40 1,00 0,06 0,02 

SNR 9,49 11,44 13,90 17,41 23,17 10,20 12,64 15,14 19,44 28,98 

Nd 0,2340 0,0109 0,0065 0,0030 0,0025 0,0174 0,0099 0,0035 0,0027 0,0004 

Median 

Filtering 

[nxn] 11 9 7 5 3 11 9 7 5 3 

SNR 9,49 10,92 12,27 12,93 20,68 10,85 11,19 12,81 15,34 24,63 

Nd 0,1166 0,1026 0,0970 0,0117 0,0032 0,1299 0,1124 0,0991 0,0043 0,0043 

Rotation 

Degrees 180 90 60 40 20 180 90 60 40 20 

SNR 3,13 3,29 3,96 4,78 6,30 3,49 3,63 4,78 5,56 8,14 

Nd 0,1490 0,1489 0,1487 0,1483 0,1480 0,1492 0,1487 0,1481 0,1480 0,1477 

Scaling 

% 0,20 0,60 1,00 1,40 1,80 0,20 0,60 1,00 1,40 1,80 

SNR 3,16 3,48 4,00 4,68 6,32 3,22 3,67 4,35 5,56 8,43 

Nd 0,0690 0,0700 0,0700 0,0710 0,0690 0,0580 0,0582 0,0583 0,0582 0,0586 

Free 

cropping 

% 1 3 5 7 9 1 3 5 7 9 

Nd 0,3840 0,4560 0,5090 0,6020 0,6602 0,3503 0,4956 0,5869 0,6923 0,6989 

 

 

Here it should be mentioned that the authentication module 

only uses the moment values of the original and watermarked 

human object and the moment weights. For these reasons, 

both the encoding and decoding modules have low 

complexity. 

Experimental results on both real sequences and Byzantine 

artworks indicate the robustness of the proposed 

watermarking method under various signal distortions, mixed 

processing and especially the highly innovative copy-paste 

attack. Finally we should note that the proposed scheme 

reaches a very high performance, which however depends on 

the accuracy of the human object extraction module. In a 

future work this problem will be further addressed and sub-

object authentication methods will be proposed, so that next 

generation watermarking schemes can protect the semantic 

content of images more effectively than the existing methods. 
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